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Abstract . The presented paper introduces an enhanced approach to find the available solution(s) for fractional 

linear programming problems (FLPP). While the common approach relies on considering the elements at the 

numerator and denominator to construct tables D1 and D2, followed by finding theirs and the Ze values, the new 

approach could be used to minimize the tables and decrease the calculation times and complicity. 
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1. INTRODUCTION 

The restrictions are then linear if the objection function is two (LF) ratio, and the 

variables are positive, so this matter is called (FLPP). The author presented a system under the 

name (FLPP) in his article. The method of approximating the objection function is one method 

to figure out the solution to the problems of (FP) in operations analysis. The solving method, 

the step method and the approximation of the objection function, however, initially depend on 

the objection function as the primary solution and then, in the math model, compensate for this 

solution.  

Fractional Programming Problem can be applied using the following model:  

𝑀𝑎𝑥 𝑍 =  
∑ 𝐶𝑖𝑥𝑖 +  𝛼𝑛

𝑖=1

∑ 𝐷𝑖𝑥𝑖 +  𝛽𝑛
𝑖=1

 

According to restrictions:    

      𝐴𝑥𝑖  ≤  𝑏                       (1.1) 

 

            𝑥𝑖 ≥ 0,       𝑖 = 1,2, … , 𝑛 

 

Where: 𝑥𝑖: are the targeted Linear variables in addition to the math module bounds. 

 𝐶𝑖 and 𝐷𝑖 : are the processes of variables at the linear numerator and denominator targets, 

respectively. 

𝛼 𝑎𝑛𝑑 𝛽: Are absolute constants for the linear numerator and denominator, respectively. 

𝐴 : The matrix coefficients for variables beyond the process boundaries. 

𝐵:  The fixed number (right side) of the phase boundaries. 
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The fractional linear programming concerns can be solved using the complementary 

process. It is performed by coding via joining the numerator linear variables. 

On the opposite signal, while setting the denominator linear variables with code 𝐷2 on 

the opposite signal, it is added to the simplified method table on the line (𝑀 +  1) and it is 

added to the simplified method table on the line (𝑀 +  2) when the logical equation boundaries 

for m are from the numbers, when the target line is from the numbers. 

𝒁𝒆 =  𝒁𝟐 𝑫𝟏 –  𝒁𝟏𝑫𝟐 

Hence:  

𝑍1: After being paid, the value of the numerator equation results in the values 𝑥. 

 𝑍2: After being paid, the value of the denominator equation results in the values 𝑥.  

If the optimal solution is obtained, the solving procedures are continued. 

Utilization of the complementary method for FLPP to design the algorithm solution: 

𝑺𝒕𝒆𝒑 (𝟏) The Target Linear Process (Ze), which can be calculated using the following 

equation, are used to form the first line of the solution table (the first table in the simplified 

method): 

𝒁𝒆 =  𝒁𝟐𝑫𝟏 –  𝒁𝟏𝑫𝟐 

Hence 

𝑍1 𝑎𝑛𝑑 𝑍2: are the linear values of the nominator and the denominator equation after 

reimbursement and compensation of the corresponding variable 𝑥, respectively. 

𝑺𝒕𝒆𝒑 (𝟐)  For neglected variables, the lines (2 – to – m) represent the number of bounds 

included in the mathematical module. (1.1) (𝑆1, 𝑆2, … . 𝑆𝑚). 

𝑺𝒕𝒆𝒑 (𝟑) Line 1 + 𝑚 is the nominator target Linear processes values multiplied by 

negative signal, which forms the value 𝐷1.  

𝑺𝒕𝒆𝒑 (𝟒)  Line 2 + 𝑚 is the value of the denominator aim linear processes multiplied 

by the negative signal, representing the 𝐷2 value. 

𝑺𝒕𝒆𝒑 (𝟓)  Later, by a simpler approach, the problem is solved before the optimum 

solution is found and the value is removed.  𝑥1, 𝑥2, … . 𝑥𝑛. 

𝑺𝒕𝒆𝒑 (𝟔) Calculating the 𝑧 value dependent on the equation below: 

 

𝒁 =  
𝒁𝟏

𝒁𝟐
  ,    for the paper ( [7]). 

See the following example for a further explanation: 
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Example  

 𝑀𝑎𝑥 𝑍 =
5𝑥1  +3𝑥2

5𝑥1  +2𝑥2+1
 

 𝑆. 𝑇.     5𝑥1  + 3𝑥2 ≤ 15 

 5𝑥1  + 3𝑥2 ≤ 10 

   𝑥1, 𝑥2, 𝑥3  ≥ 0. 

 Solution: 

Setting the table of the first simplified method based on the algorithm of the 

complementary method, prior to determining the standard mathematical module formula for 

the problem, which results in: 

5𝑥1  + 3𝑥2 + 𝑆1 = 15 

 

5𝑥1  + 3𝑥2 +𝑆2 = 10 

 

 𝑥1, 𝑥2, 𝑥3  ≥ 0. 

 

After Ze value is reached based on below equation: 

𝒁𝒆 =  𝒁𝟐𝑫𝟏 – 𝒁𝟏𝑫𝟐 

The table of the first simplified method is filled as shown in below: 

Table 1. Details for the solution 

𝑩𝒂𝒔𝒊𝒄 𝑽 𝒙𝟏 𝒙𝟐 𝑺𝟏 𝑺𝟐 

𝒁𝒆 0 −5 −3 0 0 

𝑺𝟏 15 3 5 1 0 
𝑺𝟐 10 5 2 0 1 
𝑫𝟏 0 −5 −3 0 0 

𝑫𝟐 0 −5 −2 0 0 

 

 Then: 𝒁𝟏 =  𝟎  ,   𝒁𝟐 =  𝟏    𝒕𝒉𝒖𝒔    𝒁 =  𝟎, 𝐶 =  1 , 𝑅 =  2. 

Now, we can see from the figures (1 and 2) below all the condition variables in the table 1:   
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Figure (1) Details for the solution 

 

 

 

Figure (2) Details for the solution 

 

And the figures above appears the control of the objective function in the solution (i.e. 

enhancement method).  

Table 2. Details for the results 

𝑩𝒂𝒔𝒊𝒄 𝑽 𝒙𝟏 𝒙𝟐 𝑺𝟏 𝑺𝟐 

𝒁𝒆 10 0 -11 0 1 

𝑺𝟏 9 0 3.80 1 -0.60 

𝑺𝟐 2 1 0.40 0 0.20 

𝑫𝟏 10 0 -1 0 1 

𝑫𝟐 10 0 0 0 1 

 

𝑻𝒉𝒖𝒔:  

𝒁𝟏 =  𝟏𝟎   , 𝒁𝟐 =  𝟏𝟏    𝒕𝒉𝒆𝒏    𝒁 =  𝟎. 𝟗𝟎𝟗𝟎𝟗𝟎𝟗,    𝐶 =  2 , 𝑅 =  1 

Then, we can show from the figures (3 and 4) below all the condition variables in the 

table 2 are satisfied directly:   
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Figure (3)Details for the solution 

 

Figure (4) Details about the solution 

We can see form figures (3 and 4) above all the variables comparative for the 

enhancement method are the best when applied it in the examples.  

Table 3. Details for the  present solution 

𝑩𝒂𝒔𝒊𝒄 𝑽 𝒙𝟏 𝒙𝟐 𝑺𝟏 𝑺𝟐 

𝒁𝒆 12.37 0 0 2.89 -3.11 

𝑺𝟏 2.37 0 1 0.26 -0.16 

𝑺𝟐 1.05 1 0 -0.11 0.26 

𝑫𝟏 12.37 0 0 0.26 0.84 

𝑫𝟐 10 0 0 0 1 
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Then: 𝒁𝟏 =  𝟏𝟐. 𝟑𝟔𝟖𝟒𝟐  ,   𝒁𝟐 =  𝟏𝟏   𝒕𝒉𝒖𝒔    

  𝒁 =  𝟏. 𝟏𝟐𝟒𝟒𝟎𝟐 

𝐶 =  4 , 𝑅 =  2. 

Now from the figures (5 and 6) below we can see the following: 

 

Figure (5) Details for the present solution 

 

Figure (6) Descrption for the solution 

From the figures (5 and 6) above we can see the objective function is the best and all 

variables comparative for the enhancement method are stable.  

Table 4. Specifics for the solution 

𝑩𝒂𝒔𝒊𝒄 𝑽 𝒙𝟏 𝒙𝟐 𝑺𝟏 𝑺𝟐 

𝒁𝒆 9 11.80 0 0.60 0 

𝑺𝟏 3 0.60 1 0.20 0 

𝑺𝟐 4 3.80 0 -0.40 1 

𝑫𝟏 9 -3.20 0 0.60 0 

𝑫𝟐 6 -3.80 0 0.40 0 
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The best-fit solution is: 𝒙𝟏  =  𝟎  , 𝒙𝟐  =  𝟑  , 𝒁𝟏   =  𝟗 , 𝒁𝟐 =  𝟕 

Then   𝑴𝒂𝒙 𝒁    =  𝟏. 𝟐𝟖𝟓𝟕𝟏𝟒. 

Now from the figures (7 and 8) below we can see the following: 

 

Figure (7) Specifics for the solution 

 

Figure (8) Specifics for the solution 

The figures (7 and 8) above introduced all details about the enhancement method in the 

field of fractional problem.  

Production Algorithm of the Supplementary Process to Solve (FLPP)   

Step (1): Let’s take the equation (1.1) 

Step (2): To make the linear fractional (1.1) to its maximum limit, the linear nomirator to 

denominator ratio should be maximized by maximizing the linear numirator and 

minimizing the denominator. The aforementioned two values are coded to be Max Z1 

and Min Z2 for the linear numirator and denominator, respectively.  
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Step (3): The linear denominator is converted from 𝑀𝑖𝑛 𝑍1 𝑡𝑜 𝑀𝑎𝑥 𝑍2 by negative signal 

multiplying the sides of the equations. 

 

Step (4): The latest linear goal is as follows: 

𝑀𝑎𝑥 𝑍𝑍 =  𝑀𝑎𝑥 𝑍1  +  𝑀𝑎𝑥 𝑍2 

Step (5): Matching the bounds to the mathematical module. 

Step (6): Arrange the main simpler table of approaches and limit: the pivot axis. 

Step (7): At each table (key-solving variables), the corresponding x of variable values is taken 

and its value is compensated in the equation (1.1) and then derived by the 𝑍 value in the 

current row, followed by comparing 𝑍 to the previous table. The comparison returns two 

possible values greater or smaller than the previous solution. The greater value of current 

Z means that the solution can continue to be solved by canceling the following table before 

the required solution is found. When the current Z is less than the previous value, however, 

means that the x value in the previous table is the optimum solution, and the Z value is the 

best fit even if the optimal solution value is not shown in the solution table. The following 

example can be referenced to justify the method.  

Example  

As in example (1.2.1) 

 𝑀𝑎𝑥 𝑍 =
5𝑥1  +3𝑥2

5𝑥1  +2𝑥2+1
 

𝑆. 𝑇.     5𝑥1  + 3𝑥2 ≤ 15 

5𝑥1  + 3𝑥2 ≤ 10 

  𝑥1, 𝑥2  ≥ 0. 

Solution: 

The nominator must be as high as possible and the denominator as low as possible in 

order to get the highest value: 

𝑀𝑎𝑥 𝑍1 = 5𝑥1  + 3𝑥2 

 𝑆. 𝑇.     3𝑥1  + 5𝑥2 ≤ 15 

 5𝑥1  + 2𝑥2 ≤ 10 

   𝑥1, 𝑥2  ≥ 0. 

𝑀𝑖𝑛 𝑍2 = 5𝑥1  + 2𝑥2 + 1 

 𝑆. 𝑇.     3𝑥1  + 5𝑥2 ≤ 15 

 5𝑥1  + 2𝑥2 ≤ 10 
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   𝑥1, 𝑥2  ≥ 0. 

Then: 

𝑀𝑎𝑥 𝑍𝑍 = 𝑍1 + 𝑍2 

 𝑆. 𝑇.     3𝑥1  + 5𝑥2 ≤ 15 

 5𝑥1  + 2𝑥2 ≤ 10 

   𝑥1, 𝑥2  ≥ 0. 

Thus we can get: 

𝑀𝑎𝑥 𝑍𝑍 = 5𝑥1  + 3𝑥2 − 5𝑥1  − 2𝑥2 − 1 

 𝑆. 𝑇.     3𝑥1  + 5𝑥2 ≤ 15 

 5𝑥1  + 2𝑥2 ≤ 10 

   𝑥1, 𝑥2  ≥ 0. 

The new mathematical module becomes:  

𝑀𝑎𝑥 𝑍𝑍 = 𝑥2 − 1 

 𝑆. 𝑇.     3𝑥1  + 5𝑥2 ≤ 15 

 5𝑥1  + 2𝑥2 ≤ 10 

   𝑥1, 𝑥2  ≥ 0. 

 

We're translating the math module above to the regular formula: 

 𝑍𝑍 − 𝑥2 = −1 

 𝑆. 𝑇.     3𝑥1  + 5𝑥2 + 𝑆1 ≤ 15 

 5𝑥1  + 2𝑥2 + 𝑆2 ≤ 10 

   𝑥1, 𝑥2  ≥ 0. 

 

The first table in the normal simplified method can now be arranged as in following:  

Table 5.  Details for the solution 

𝑩𝒂𝒔𝒊𝒄 𝑽 𝒙𝟏 𝒙𝟐 𝑺𝟏 𝑺𝟐 
𝑍𝑍 -1 0 -1 0 0 

𝑆1 15 3 5 1 0 

𝑆2 10 5 2 0 1 

 

𝑪 =  𝟐,   𝑹 =  𝟏 and  𝑴𝒂𝒙 𝒁 =  −𝟏. 
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Therefore, for the figures (9 and 10) below show that the dominance for the presented 

of enhancement method. 

 

Figure (9) Specifics for the solution 

 

 

Figure (10) Details for the solution 
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Also, the figures (9 and 10) above showed that all details about the new method that is the best. 

Table 6. Details for the solution 

𝑩𝒂𝒔𝒊𝒄 𝑽 𝒙𝟏 𝒙𝟐 𝑺𝟏 𝑺𝟐 
𝑍𝑍 2 0.60 0 0.20 0 

𝒙𝟐 3 0.60 1 0.20 0 

𝑆2 4 3.80 0 -0.40 1 

The optimal solution is:  𝒙𝟏 =  𝟎  ,    𝒙𝟐   =  𝟑 . When compensating the values xi, we have:   

𝑴𝒂𝒙 𝒁 =  𝟏. 𝟐𝟖𝟓𝟕𝟏𝟒 

Therefore, as long as the resulting 𝑍 value in the second table (2.2.2) is greater than the resulting 

𝑍 value in the first table (2.2.1) and the solution reaches the optimal statue, then the perfect 

solution to this problem is:  𝒙𝟏 =  𝟎,  𝒙𝟐 = 𝟑    

Therefore:    𝑴𝒂𝒙 𝒁 =  𝟏. 𝟐𝟖𝟓𝟕𝟏𝟒 

Therefore, from the figures (11 and 12) above we can see the all details about the 

enhancement method that it is performance when applied it in the field of fractional linear 

programming.  

 

Figure (11) Details for the solution 
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Figure (12)Details for the solution 

 

2. CONCOLUTION 

It was found that after comparing the two methods, the proven technique decreased the 

tables and solution steps, saving time, commitment and speeding up the solution. The paper 

proposes a modern improvement focused on Partial Linear Programming to overcome FFPs. 

In addition, from the numerical examples presented, we can prove that the new approach used 

in the solution was the best and showed its efficacy as well. The investigator should extend the 

fuzzy method to this scheme in order to present future research work. Also, in the applications, 

the best results were achieved using the enhancement method with an advantage in the 

computational time to the PLP approaches optimization results and an advantage to the current 

method. 
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